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ABSTRACT

In this paper we apply the polygon simplification method to
automatically obtain the most relevant key frames. First a
video sequence is mapped to a polyline in IR37. By simpli-
fying this polyline, we obtain a summarization (i.e., a small
set of the most relevant frames) that is representative of the
whole video sequence. The degree of the simplification is
either determined automatically or selected by the user.

1. MOTIVATION

This paper describes our approach to automatically rank
video frames by their relevance that depends on the context,
i.e., a given frame can be of high relevance in one context
but of low relevance in the other, since we would like that
the rank of the frames reflects their relevance to the con-
tent of the video clip. At first, it seems that this is hopeless,
that we would need to understand the semantic contents of
frames and videos. For example, there could be a shot that
scans over books on a shelf and stops on the title of a book
that is important for understanding the story.

However, in many cases there are syntactic clues. These
clues are provided by techniques that the cameraman may
use to convey the importance of the moment to the whole
story. There may be a zoom, or the camera may stop and
“dwell” on an important object, so that the viewer’s atten-
tion is drawn to the information. In many cases the camera
motion corresponds to the motion of the eyes of a surprised
viewer. The surprised viewer’s gaze is attracted to a strange
part of the scene, the gaze scans the scene to “zero in” on it,
zooms in on it, dwells on it for a while, until the new infor-
mation has “sunk in”.- These changes in the image stream
can be detected without understanding of the content.

For an image stream, “predictability” is an important
concept. If frames are predictable, they are not as impor-
tant as the ones that are unpredictable. We can rank these
frames lower, since the viewer could infer them from con-
text. Frames of a new shot cannot generally be predicted
from a previous shot, so they are important. On the other
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hand, camera translations and pans that do not reveal new
objects produce frames that are predictable.

We would like to detect when the camera stops (the
viewer’s gaze stopping on a surprising object). Note that
what is unpredictable in this case is the camera motion, not
the image content. As the camera slows down, the image
content stops changing, so is quite predictable. Therefore,
we can consider frames in which the motion field changes
as more relevant than the frames where it does not.

Now we present a signal-theoretic view of video sum-
marization. For a video sequence, we have an original sig-
nal which is the image stream. We can consider that the
image stream has tens of thousands of dimensions if we
view each of the three color components of each pixel as
a component along a dimension. We apply a first filtering
operation. This operation can take the form of a dimen-
sion reduction that finds a feature vector for each frame and
transforms the image stream into a feature vector trajectory
which is a signal in fewer dimensions than the original sig-
nal (e.g., 37 in the method described in this paper).

After the first filtering step we would like the trajectory
to have high curvature for unpredictable scenes and nearly
linear parts (due to noise) for predictable scenes.

What is noise in this context? It is distinct from pixel
noise. The image stream generated by a fixed camera look-
ing from a window at a crowd milling around in the street
may be considered to have a stationary component and a
visual noise component, due to the changing colors of peo-
ple’s clothes. The passing of a fire truck would be part of
the signal over this fluctuating but monotonous background.

Since we expect the video signal to be noisy in this
sense, we need the second filtering step to enhance the lin-
ear parts as well as the parts with a significant curvature.
The second filtering step should allow a hierarchical output
so that the user can specify the level of detail (a scale) at
which he wants to view the frames with noteworthy events.



International Symposium on Signal Processing and its Applications (ISSPA), Kuala Lumpur, Malaysia, 1 3 - 16 August, 2001. Organized by
the Dept. of Microelectronics and Computer Engineering, UTM, Malaysia and Signal Processing Research Centre, QUT, Australia

2. MAPPING AN IMAGE STREAM TO A
TRAJECTORY

We present the first filtering step in this section. As stated
in the last section, camera translations and pans should pro-
duce feature points that are aligned. Clearly, distances be-
tween image frames based on pixel differences are not ap-
propriate since they are sensitive to image translations. On
the other hand, distances based on image statistics (histogram,
co-occurrence, HMM) are quite insensitive to image trans-
lation. To detect unpredictable camera motion, we need to
have an image trajectory of high curvature only when such
camera motion occurs.

We assign the set of 37 features to each image in a video
sequence in the following way:

In the YUV color space that is used in MPEG encod-
ing, for each of the 3 components, we define 4 histogram
buckets by dividing the components in 4 intervals. Each
bucket contributes 3 feature vector components: the pixel
count, and the = and y coordinates of the centroid of the
pixels in the bucket. That is 36 components, and we add
the time (frame index) to get 37 components. This mapping
produces a trajectory that is a polygonal curve in R".

As the camera translates or pans smoothly without see-
ing new things, the centroid components change linearly
and the trajectory of feature points is linear. If the camera
suddenly decelerates, the trajectory has a large curvature,
because the centroids decelerate.

An alternative mapping is presented in [2], where a sta-
tistical model for each frame is generated using a hidden
Markov model (HMM) technique. Then a distance measure
between two frames is based on the probability that each
frame could have been generated by the model of the other.
This distance function defines a semi-metric space.

3. TRAJECTORY FILTERING BY POLYGON
SIMPLIFICATION

Our first filtering operation (described in Section 2) maps
a video sequence to a trajectory that is a polyline. Since
the polyline may be noisy, in the sense that it is not lin-

“ ear but only nearly linear for the video stream segments
where nothing of interest happens, i.e., the segments are
predictable, and the parts of high curvature are difficult to
detect locally, it is necessary to apply the second filtering
operation. .

In this section we describe the second filtering opera-
tion. The goal is to simplify the polyline so that its sec-
tions become linear when the corresponding video stream
segments are predictable. We achieve this by iterated re-
moval of the vertices that represent the most predictable
video frames. In the geometric language for the polyline
trajectory, these vertices are the most linear ones. Conse-

quently, the remaining vertices of the simplified polyline are
frames that are more non-predictable than the deleted ones.

Our approach to simplification of video polylines is based
on a novel process of discrete curve evolution presented in
[7] and applied in the context of shape similarity of pla-
nar objects in [8). However, here we will use a different
relevance measure of vertices. Fig. 1 illustrates the curve
simpljfication produced by the discrete curve evolution for
a planar figure. Notice that the most relevant vertices of
the curve and the general shape of the picture are preserved
even as most of the vertices have been removed.

" Let P be a polyline (that does not need to be simple).
We will denote the vertices of P by Vertices(P). A dis-
crete curve evolution produces a sequence of polylines P =
PO, ..., P™ such that |Vertices(P™)| < 3, where | . | is the
cardinality function. Each vertex v in P? (except the first
and the last) is assigned a relevance measure K (v, P%) €
Ryo. The relevance measure K (v, P*) that we-used for our
experiments is defined below. The process of discrete curve
evolution is very simple:

e At every evolution step ¢ = 0,...,m — 1, a polygon
P! s obtained after the vertices whose relevance
measure is minimal have been deleted from P*.

Our relevance measure K (v, P_‘) that determines the or-
der of vertex deletion depends on vertex v and its two neigh-
bor vertices u,w in P*. It is given by the formula

K(v, PY) = K(u,v,w) = |d(u,v) + d(v,w) — d(u,w)|
M
where d is the Euclidean distance function in R37,

Observe that the relevance measure is not a local prop-
erty with respect to the polygon P, although its computa-
tion is local in P* for every vertex v. This implies that the
relevance of a given video frame v is context dependent,
where the context is given by the adaptive neighborhood of
v, since the neighborhood of v in P* can be different than
its neighborhood in P. Observe also that our relevance mea-
sure implies that the length change between P* and P*+! is
minimal if P! is obtained from P* by deleting a single
vertex.

We demonstrate with the experimental results in the next
section that the discrete curve evolution based on this rele-
vance measure is very suitable as the second filter.

4. EXPERIMENTAL RESULTS

We performed a large number of experimental results to ver-
ify the proposed technique using many different kinds of
video clips, e.g., commercials, reports from various sport
events, and simple synthetic videos. Due to the limited
space, we illustrate our results on a single video clip which
has a high probability of being seen by the most readers,
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Figure 1: A few stages of our discrete curve evolution.
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Figure 2: (a) Video trajectory with 2379 vertices for Mr.
Bean’s video clip. (b) A simplified polygon with 20 most
relevant frames (black dots).

since knowing the content of the clip is helpful for evalua-

* tion of our method.

We present illustrations of the proposed technique for
an 80 second clip from a video named “Mr. Bean’s Christ-
mas”. The clip contains 2379 frames. First, we map the
clip to a video trajectory, which is a polyline with 2379 ver-
tices in IR®". A perspective view of the 3D projection of
the video trajectory is shown in the left plot (a) of Fig. 2.
The two large black dots are the points corresponding to
the first and last frame of the video. A curve simplifica-
tion according to the method of Section 3 was then applied
to this trajectory. The middle plot (b) shows a simplified
curve in which only 20 points have been preserved. The
resulting storyboard composed of the frames correspond-
ing to the vertices of the simplified polyline in plot (b) of
Fig, 2 gives a very representative summary for this video
clip. We present the 10 most relevant key frames in Fig. 3.
In our opinion, summaries obtained by our method are very
representative for a large number of video clips to which
we applied our method. These are preliminary results while
we are considering comparative benchmarks against ground
truth provided by subjects viewing the clips and selecting
small percentages of frames as most descriptive of the sto-

5. RELATED WORK AND DISCUSSION

Observe that even if the polyline representing a video tra-
jectory is contained in Euclidean space, it is not possible to
use standard approximation techniques like least-square fit-
ting for its simplification, since the approximating polyline
may contain vertices that do not belong to the input poly-
line. For such vertices, there do not exist any corresponding
video frames. Thus, a necessary condition for a simplifica-
tion of a video polyline is that a sequence of vertices of a
simplified polyline is a subsequence of the original one.
Aside from its simplicity the process of the discrete curve
evolution differs from the standard methods of polygonal

-approximation, like least square fitting, by the fact that it
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can be used in semi-metric and non-linear spaces. The only
requirement for discrete curve evolution is that every pair of
points is assigned a real-valued distance measure that does
not even need to satisfy the triangle inequality. This is, for
example, the case if a statistical distance measure is used as
similarity measure between images [2].

In [1], we describe how the Ramer method of polygon
simplification [10] (called Douglas-Peucker method [3] in
cartography circles) could be used to provide summariza-
tions of videos. This method is essentially a recursive bi-
nary curve splitting approach that at each recursion splits
the arc at the point furthest from the chord, and stops when
the arc is close to the chord. This method presents several
drawbacks. First, for N video frames it has time complex-
ity N2, which is prohibitive for large video databases and
complex distance measures. Variants have been devéloped
that reduce the complexity to N log N, but they can only be
applied to 2D curves, not to multidimensional video trajec-
tories, as they make use of planar convex hulls [6]. Second,
the computation of distance between arc and chord requires
the use of Euclidean distances. The curve simplification
technique we have proposed can be shown to be of order
N log N and can accommodate non-Euclidean distances.

In related summarization research, Foote et al. [4] devel-



International Symposium on Signal Processing and its Applications (ISSPA), Kuala Lumpur, Malaysia, 13 — 16 August, 2001. Organized by
the Dept. of Microelectronics and Computer Engineering, UTM, Malaysia and Signal Processing Research Centre, QUT, Australia

Figure 3: Storyboard with 10 most relevant frames in Mr. Bean’s video clip (2379 frames).

oped browsing tools to help employees access collections of
videotaped meetings. Also referto[11, 13, 12, 14] for other
influential work in video browsing research.

6. CONCLUSIONS

In this work, we have proposed and implemented a system
for automatically providing short summaries of videos with
a frame count that can be controlled by the user or deter-
mined automatically. The method is based on a novel fine-
to-coarse polyline simplification technique that at each step
removes the least relevant vertex and updates the relevances
of the affected neighbors. The computation of the relevance
measure for each vertex is based on its neighborhood that
changes dynamicly during the course of the simplification.

- Applications include the creation of a smart fast-forward.
function to digital VCRs that samples only the most relevant
frames, and the automatic creation of short summaries.
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