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Abstract

We address the problem of estimating a person’s body
height from a single uncalibrated image. The novelty of our
work lies in that we handle two difficult cases not previously
addressed in the literature: (i) the image contains no refer-
ence length in the background scene, (ii) the image contains
the upper body only. In a nutshell, our method combines
well-known ideas from projective geometry and single-view
metrology with prior probabilistic/statistical knowledge of
human anthropometry, in a Bayesian-like framework. The
method is demonstrated with synthetic (randomly gener-
ated) data as well as a dataset of 96 frontal and 12 non-
frontal images, and the results are quite encouraging.

1. Introduction

In this paper, we re-visit the problem of body height
(or stature) measurement from a singleuncalibratedimage.
Body height estimation of people in images and video has
many important applications, as body height can be used
to identify individuals, either uniquely or partially. Fur-
thermore, we focus on applications where the camera cal-
ibration parameters are unavailable, such as in forensics
and detection/tracking of people from a moving camera or
across multiple camera views. In forensic image analysis,
body height is used to rule out the possibility that a partic-
ular person is the same person in the image (i.e. screening
and elimination of suspects) [4, 6, 17, 7]. In human detec-
tion/tracking applications, such as video surveillance and
customer tracking, body height is used to distinguish among
a small set of people in the scene [2, 15, 3, 14, 10].

From a projective geometry point of view, this problem
amounts to recovering the length of a 3D line segment based
on its projection in a 2D image—the endpoints being the
top of the head and the feet. In addition to the projec-
tion of the segments endpoints in the image, the solution
also requires certain calibration information. In the cali-
brated case—when full camera calibration parameters are
known—we also need to know the direction of the line seg-
ment and the plane passing through one of its endpoints
[2, 15, 12]. With an uncalibrated image, the necessary cal-

ibration information is derived from scene objects depicted
in the image and prior knowledge of their 3D structure. One
way of achieving this is by computing the length ratio of the
line segment with respect to another line segment of known
length, called thereference length. In the most general case
of (strong) perspective projection, this approach is appli-
cable under certain circumstances only, however, such as
the following: (i) the two line segments are coplanar and
the vanishing line of their plane is known; or (ii) the two
line segments are parallel and the vanishing points of their
direction and that of the line passing through an endpoint
of each line segment are known; or (iii) the two line seg-
ments are collinear and the vanishing line of their direction
is known [17, 9, 8, 13]. The reference length and vanish-
ing points/lines are obtained from prior knowledge of the
3D structure of the background scene. Note that in the case
of weak perspective (i.e. if the line segments are coplanar
and their plane is almost parallel to the image plane), the
length ratio of the line segments in the image is equal to
their length ratio in 3D, and hence only the reference length
is needed. So, whichever the camera model assumed, a ref-
erence length is always required by this geometric approach
for computing the length of a 3D line segment from an un-
calibrated image.

Recently, we have developed a novel visual metrology
technique that extends the latter described approach in one
important way: a reference length is no longer required. In
a nutshell, this is achieved by incorporating certain prob-
abilistic/statistical properties of human anthropometryinto
the estimation process [1]. In the present work, we apply
this technique to body height measurement, and we handle
two difficult cases not previously addressed in the literature
as far as body height estimation: (i) the case where the im-
age contains no reference length in the background scene,
and (ii) the case where the image contains the upper body
part only (rather than the whole body).

2. Methods

We start by presenting the visual metrology technique
that we developed recently [1] (Section2.1), then we dis-
cuss how this technique is applied to body height estimation
from full-body images (Section2.2) and upper-body images

1
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of people (Section2.3). Finally, we discuss some details
about the implementation of these methods in Section2.4.

2.1. Probabilistic Visual Metrology

Let x be a vector containing the lengths ofn 3D line
segments, and lety be a vector containingm length ratios
xi/xj wherei 6= j. The goal is to estimatex based on the
observed/known value ofy.

From a purely algebraic point of view, this is aill-posed
inverse problem, as there are infinitely many vectorsx that
could generate the same value ofy (at the very least, if a
solutionx0 exists, thenany scalar multiple ofx0 is also a
solution). In the sequel, we will show that it is possible to
solve this inverse problem by introducing appropriate prior
statistical knowledge aboutx in a Bayesian-like framework.

Let I be the set of pairs(i, j) such that the ratioxi/xj

is included iny. Let rij be the observed value ofxi/xj ,
for any(i, j) ∈ I. Eachrij value provides a linear equality
constraint in the unknownsxi andxj :

xi − rijxj = 0 (1)

Hence withm distinct length ratios we obtainm corre-
sponding linear equality constraints, which we express in
matrix form as a linear homogeneous system:

Cx = 0 (2)

Barring numerical errors,rij and rji provide equivalent
equality constraints, andC hence has at mostn(n − 1)/2
rows. We know from basic linear algebra that an exact non-
trivial solution for the system in (2) exists if and only if
C is rank-deficient, i.e.rank(C) < n. Otherwise, when
rank(C) = n, a non-exact nontrivial solution can be ob-
tained by solving the following minimization problem via
least squares estimation:

min
x

‖Cx‖2 subject to ‖x‖2 = 1 (3)

The above LSE problem has a unique solution, which hap-
pens to be the right singular vector, denotedvn, of C that
corresponds to its smallest singular value [18]. Thus, a set
of approximate (non-exact) solutions for (2) is:

x = kvn (4)

wherek is an arbitrary scalar. But clearly this is an infinite
and unbounded solution space, which confirms our earlier
conjecture that the inverse problem in (2) is ill-posed. Some
sensible way is thus needed of selecting a single ”best” so-
lution from this infinitum of candidate solutions.

A well-known strategy for dealing with this situation
is regularization, which generally involves imposing addi-
tional constraints derived from prior knowledge about the
unknownx [19]. For this, we shall assumex is a random

vector (equivalently eachxi is a random variable), and use
the following statistical properties to formulate constraints:
(i) lower and upper bounds of each componentxi of x, (ii)
lower and upper bounds of each component ratioxi/xj , and
(iii) the prior probability distribution ofx.

A few definitions first. LetLi,i andUi,i be respectively
the lower and upperα percentiles1 of the probability dis-
tribution of xi. Similarly, letLi,j andUi,j respectively be
the lower and upper bounds of the quotient random vari-
able ρij = xi/xj , for any i 6= j. Clearly, with a suf-
ficiently smallα, α percentiles act as de facto lower and
upper bounds of the respective random variable. We also
assume that the prior probability ofx, denotedΠ(x), has a
Gaussian distributionN(µ,Σ), and we define the log prior
function as:

ℓ(x) = (x − µ)T Σ−1(x − µ) ∝ log Π(x) (5)

Now, if the values ofLi,j and Ui,j are known for all
(i, j) ∈ I, then the following set of inequality constraints
onx are obtained:

Li,i ≤ xi ≤ Ui,i for all i ∈ {1, 2, · · · , n} (6)

Li,j ≤
xi

xj

≤ Ui,j for all (i, j) ∈ I (7)

By imposing these constraints on our inverse problem, we
filter out unlikely solutions and narrow down the infinite and
unbounded solution space in (4). As Figure1 illustrates,
this amounts to a bounded (but still infinite) solution space.
Furthermore, based on the prior probability distribution of
x, a unique solution to our inverse problem can be obtained
as the most probable point in this new solution space. More
formally, we re-formulate (3) as follows:

min
x

[‖Cx‖2 + λℓ(x)] subject to

{

Li,i ≤ xi ≤ Ui,i

Li,j ≤ xi

xj
≤ Ui,j

(8)
whereλ is a regularization parameter. The cost functional
is now a weighted sum of two terms: (i) adata termthat
has the effect of enforcing observed data, and (ii) aprior
term that has the effect of favoring more probable can-
didate solutions. Since the inequalities in (7) can be ex-
pressed as linear inequalities inxi andxj , this is alinearly
constrained quadratic function minimization problem—also
calledquadratic programming(QP). We use standard iter-
ative QP techniques to solve this quadratic program (cur-
rently thequadprog Matlab function). In [1] we also
discuss a more efficient non-iterative variant of this tech-
nique. Interestingly, assuming input errors are of the form:

1The lowerα percentile of the probability distribution of a random vari-
ableX is a valuezL such thatPr(X ≤ zL) = α. Similarly, its upperα
percentile is a valuezR such thatPr(X ≤ zR) = 1 − α.
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Figure 1. Geometric interpretation of the solution space of our
inverse problem whenn = 2. Initially (before regularization),
the solution space consists of an unbounded one-dimensional sub-
space (dotted line passing through origin). The range constraints
(dashed lines) define a sort of feasibility region (filled polygon).
By further applying the range constraints, we obtain a bounded
one-dimensional subspace (line segment betweenE1 andE2).

Cx = η, whereη is Gaussian white noise, the solution of
(8) in fact corresponds to the Bayesian MAP (maximum a
posteriori) estimate of the inverse problem in (2).

2.2. Body Height from a Whole-Body Image

Given a whole-body photograph of a person, with the
person in upright standing pose (not slouching or leaning),
the metrology technique of Section2.1 can be used to es-
timate his/her body height as follows; then line segments
consist of a set of anthropometrics including body height,
and each anthropometric is the line segment between two
visible and well-defined body landmarks. Furthermore, if
the image is uncalibrated, we need to choose these anthro-
pometrics such that their ratios can be easily computed from
an image, which means: (i) they are either collinear or
coplanar, and (ii) the required vanishing points and lines
can be inferred from the image (see Section1).

Assuming the person in the image is in frontal pose with
the head is in neutral pose, we use the following set often
anthropometrics2: (1) body height, (2) neck height, (3)
acromial height, (4) head to chin distance, also calledhead
length, (5) stomion to top of head distance, (6) subnasale
to top of head distance, (7) forehead to chin distance, (8)
sellion to chin distance, (9) biocular distance, i.e. between
outer corners of the eyes, (10) bitragion distance. These
anthropometrics are illustrated in Fig.2. In addition to be-
ing all vertical, we also define anthropomerics 1–8 to be

2trapezius: the point at the side of the neck,acromion: the tip of the
shoulder,subnasale: the point just below the nose,tragion: the point on the
cartilaginous flaps in front of each earhole,stomion: the point at the center
of the mouth,sellion: at the deepest point of the nasal root depression (also
called nose bridge) [11, 16].

collinear along the midline of symmetry (see Section2.4),
so that we need at most the vertical vanishing point to com-
pute their pairwise ratios. Anthropometrics 4–10 lie on the
facial surface and are nearly coplanar, assuming the person
is sufficiently far from the camera. Furthermore, since the
person is assumed to be in frontal pose, the weak perspec-
tive model is a good approximation over the facial region
and we do not need any calibration information to compute
the pairwise ratios of these anthropometrics. Currently we
compute pairwise ratios of anthropomerics 1–8 and those
of anthropomerics 4–10, hence a total of (8.7)/2+(7.6)/2=49
ratios (son = 10 andm = 49).

When the person is in a non-frontal pose (with the whole
body and/or the head at an angle with respect to the camera),
however, the facial anthropometrics no longer lie in a plane
parallel to the image plane, and so to compute their pairwise
ratios we would need a lot more information than what is
available in an uncalibrated image. Consequently we only
use anthropometrics 1–8 for such images.

Clearly there are many other possible anthropometrics
that can be used in this body height estimation method, in
addition to or in place of those we chose in this paper. We do
not claim that our choice is by any means optimal (in terms
of estimation accuracy). It is not arbitrary, however, and is
motivated by three key factors: (i) ability to compute the
anthropometric ratios from an uncalibrated image, (ii) the
anthropometric is correlated with body height, (iii) avail-
ability of the required anthropometric statistics, and (iv) ac-
curacy of landmark localization in the image. For exam-
ple, thebigonial width3 is a bad choice because the gonial
landmarks are difficult to locate in an image, whether manu-
ally or automatically, and even with high-resolution images.
The same can be said aboutarm length, since a person’s arm
is often times bent and/or occluded by clothing.

2.3. Body Height from an Upper-Body Image

We extend the method of the previous subsection to han-
dle images containing only the upper body part of a per-
son. Specifically, we first estimate some set of upper body
anthropometrics using the same technique, and then we
compute body height as a linear function of the estimated
anthropometrics. The parameters of the linear prediction
model are learned from a large set of randomly generated
data (Section3.1). The main challenge with this approach
is that apart from facial anthropometrics, there are pretty
much no anthropometrics that are at once: easily obtainable
from images, are strongly correlated with body height, and
whose statistics are available. We use the acromion to top of
head distance, in addition to the seven facial anthropomet-
rics from the previous subsection. Because anthropometric
statistics for the former are not available in any well-known

3Bigonial (or mandible) width: the straight-line distance between the
left and rightgonial landmarks—the corners of the jaw.

3
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Figure 2. Anthropometrics we estimate in this paper.

anthropometric surveys, we have instead derived them from
the statistics of body height and acromial height.

2.4. Method Implementation Details

Localization of the body landmarks associated with these
anthropometrics is achieved as follows (Fig.3). For frontal-
view images, we start by locating the following 13 body
landmarks in the image: top of the head, forehead, sub-
nasale, stomion, chin, left and right corners of the eyes,
left and right tragions, left and right trapezius, left and
right acromions, and left and right medial longitudinal foot
arches. This is currently done semi-automatically by having
the user select points in the image via an interactive Matlab
interface. We then estimate the person’s medial axis (mid-
line of symmetry) as the line passing through the top of the
head, midpoint of the two foot landmarks, and the verti-
cal vanishing point. We refine the locations of the first five
landmarks (top of head, forehead, subnasale, stomion, chin)
by projecting them onto the medial axis. For the left/right
landmark pairs of the trapezius, neck, acromions, and foot
arches, we compute the intersection of the medial axis with
the line segment joining each landmark pair. This way, the
vertical anthropometrics are all collinear with the medial
axis. Landmark localization in side-view images is the same
way, except that we do not locate the eye corners and tra-
gions, and we estimate the midline of symmetry as the line
passing through the top of the head, midpoint of the two
foot landmarks, and the vertical vanishing point.

The anthropometric statistics required for this method
(namely the lower and upper bounds of both each anthropo-
metric and each anthropometric ratio, and the mean and co-
variance of all anthropometrics) are obtained from the sem-
inal anthropometric survey in [5]. In particular, the upper
and lower bounds of each anthropometric are obtained as

(a) (b)

Figure 3. Landmark localization in (a) frontal-view images, and
(b) side-view images. Theblue dotsare points we mark manually;
green dotted lineis the medial axis of symmetry of the person,
which we estimate by fitting a line to some of those dots (see text)

the upper and lower 100α percentiles of the normal distri-
butionN(µ, σ), whereµ andσ are respectively its mean and
standard deviation. We should also note that these statistics
arecategorized by gender, i.e. separate statistics for males
and females [1].

3. Experiments and Results

3.1. The Data

We tested our body height estimation methods both on
synthetic data and real images. The former consists of2000
random vectorsy, each of which is obtained by first ran-
domly generating a vectorx from the multivariate Gaussian
distribution of male or female anthropometrics, then com-
puting the corresponding pairwise ratios (Fig.4 (a)). The
parameters of the anthropometric distributions are obtained
from the anthropometric survey in [5]. Notice that the gen-
eratedx andy vectors are error-free.

The real images consist of a set of high-resolution
(4368x2912) images captured in-house using a Canon 28-
200mm EOS camera (Fig.4 (b)). Each image is a full-body
shot of one person. The dataset contains a total of 108, of 27
different adults, 7 females and 20 males, spanning various
ethnicities: caucasian, chinese, indian, and african. Also,
96 of the images are frontal-view shots and 12 images are
side-view shots, all taken at about a 45-degree angle. The
vertical vanishing point needed to compute pairwise ratios
of anthropometrics 1–8 is computed as the intersection in
the image of parallel vertical lines of the background scene.

4



432

433

434

435

436

437

438

439

440

441

442

443

444

445

446

447

448

449

450

451

452

453

454

455

456

457

458

459

460

461

462

463

464

465

466

467

468

469

470

471

472

473

474

475

476

477

478

479

480

481

482

483

484

485

486

487

488

489

490

491

492

493

494

495

496

497

498

499

500

501

502

503

504

505

506

507

508

509

510

511

512

513

514

515

516

517

518

519

520

521

522

523

524

525

526

527

528

529

530

531

532

533

534

535

536

537

538

539

FG2008 Submission. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

Metrology

Technique


randomly generate

anthropometric


vector


compute pairwise

anthropometric


ratios


true

x


uncorrupted

y


estimated

x


(a)

(b)

Figure 4. (a) Methodology for (randomly) generating synthetic
data, (b) Sample images from our inhouse dataset.

3.2. Results

As discussed, we estimate body height by applying our
novel metrology technique (Section2.1) to estimate a set of
anthropometrics. For whole-body images, this set includes
body height (Section2.2), while for upper-body images it
does not, and a linear model is subsequently applied to pre-
dict body height (Section2.3). To simplify the discussion,
let us assign a number to each anthropometric, as follows:
(1) body height, (2) neck height, (3) acromial height, (4)
head to chin distance, (5) stomion to top of head distance,
(6) subnasale to top of head distance, (7) forehead to chin
distance, (8) sellion to chin distance, (9) biocular distance,
i.e. between outer corners of the eyes, (10) bitragion dis-
tance, (11) acromion to top of head distance.

We compute body height estimation error as:
estimated value - true value. For the method
parameters, we useα = 1e − 7 andλ = 0.01. Just to have
an idea, the lower and upper bounds for body height with
this α value are respectively 1.29m and 2.22m for males,
and 1.18m and 2.07m for females.

In order to investigate the effect of choice of the anthro-
pometric set on estimation error, we tested the method with
various different sets. The two plots in Fig.5 show the
mean, minimum, and maximum of estimation error for each
of the following anthropometric sets:

1. {1, 2},

2. {1, 3},

3. {1, 2, 3},

4. {1, 11},

5. {1, 4, 5, 6, 7, 8},

6. {1, 2, 3, 4, 5, 6, 7, 8, 9, 10},

7. {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11},

8. {4, 5, 6, 7, 8},

9. {9, 10},

10. {4, 5, 6, 7, 8, 9, 10},

11. {4, 5, 6, 7, 8, 9, 10, 11}.

Sets 1–7 correspond to body height estimation from full-
body images. The best performance is obtained with sets
#6 and #7, which suggests that the acromion to top of head
distance does not add much new information to the estima-
tion process. Sets 8–11 are used tosimulatebody height
estimation from upper-body images (since all our images
actually are whole-body images). The best performance is
obtained with set #11, albeit interestingly the performance
of the other three sets (#8, #9 and #10) is not much different.
Two other important observations are in order: (1) estima-
tion error with sets 1–7 is significantly better than with sets
8–11, which makes sense, and (2) estimation error is signif-
icantly larger for real images than synthetic data, which is
not surprising since the latter contains no input error. In fact,
the estimation error obtained with synthetic data is equal to
themodel errorof the method.

Fig. 6 shows estimation results for anthropometric
sets #6 and #11 in more detail, based on real frontal-
view images in both cases. The mean, standard de-
viation, minimum, and maximum values are respec-
tively (in cm): −5.3,6.3,−20.1,11.7 for set#6, and
−4.0,8.3,−28.6,13.0 for set#11. Plot (b) suggests a mild
negative correlation between estimation error and the true
value, and in fact, the computed correlation coefficient is
-.50 for set#6 and -.82 for set#11. This implies that esti-
mation error tends to be larger for people with ”extreme”
body height, i.e. are far from the population mean (either
too tall or too short). This should not be surprising since our
metrology technique favors candidate solutions with larger
prior probability, hence close to the population mean.

In order to investigate the effect of camera viewpoint (i.e.
camera angle with respect to person) on estimation perfor-
mance, we tested the method with 12 side-view images and
12 frontal-view images of the same set of 6 people (i.e. 2
images per person per view). The side-view images are all
at about a 45-degree angle. The results are shown in Fig.7.
The mean, standard deviation, minimum, and maximum
values are respectively (in cm):−3.4,11.0,−23.1,14.1
for frontal-view images, and−6.1,11.8,−28.1,11.1 for
side-view images. Interestingly, the standard deviation and
range of estimation error (i.e. difference between minimum
and maximum) is the almost same in both cases. Also, as
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Figure 5. Mean and range of body height estimation error based
on different anthropometric sets (see text): (a) with synthetic data,
(b) with 96 real frontal-view images.

with Figure6, plot (b) here indicates a mild negative corre-
lation between estimation error and the true value for both
frontal and side-view images. The computed correlation co-
efficient is -.89 and -.96 respectively for frontal-view and
side-view images. Given the small sample size, these re-
sults are at best inconclusive. Nonetheless, they seem to
suggest that there is no significant difference between esti-
mation from frontal-view and side-view images except for
an overall shift in estimation error of about 7cm. Further in-
vestigation with a larger dataset is needed to confirm these
preliminary observations.

4. Conclusions and Future Work

We presented methods for estimating a person’s body
height from a single uncalibrated image. The novelty is
two-fold: (i) we do not require scale information (the so-
calledreference length); and (ii) we handle images contain-
ing the upper-body part only of the person. The former is
achieved via clever use of prior knowledge of anthropomet-
ric statistics. The latter is achieved by extending whole-
body height estimation with a linear prediction model.

Based on tests with synthetic data and real images, per-
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Figure 6. Body height estimation results for anthropometric sets#6
and #11 and based on real frontal-view images: (a) boxplot of
estimation error, (b) estimation error vs. true body height.

formance was found to be inferior to that of other well-
known single-view metrology techniques such as [9]. But
of course this is the price to be paid for substituting the ref-
erence length with statistical information, and for not us-
ing whole-body images. Furthermore, inaccurate estimates
are not useless; they can be combined with other (inaccu-
rate) sources of information to yield reliable estimates. An-
other limitation of our method is that it is currently semi-
automatic. Full automation would mean automating both
gender classification and landmark localization in the im-
age. The latter is no big deal, while the former is an open
problem in computer vision.

In future work, we plan to: (i) extend method to esti-
mation from video (a sequence of image); at the very least,
this will help reduce estimation inaccuracy caused by land-
mark localization error; (ii) investigate the effect of cam-
era viewpoint (i.e. camera angle with respect to person) on
estimation accuracy in a more comprehensive and system-
atic manner; (iii) identify the major sources of error in our
body height estimation methods; (iv) derive analytical and
empirical measures that characterize the sensitivity of these
methods to random input error; (v) explore other prediction
models, particularly non-linear ones, for estimating body
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Figure 7. Body height estimation results based on 12 frontal-view
and 12 side-view images: (a) boxplot of estimation error, (b) esti-
mation error vs. true body height.

height from upper-body images.
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